
Private Information about the Game Horizon

Job Market Paper
Click here for the latest version

Julia Salmi∗

January 8, 2024

Abstract

The starting point of this paper is the dichotomy in repeated games be-
tween finite horizon games with a commonly known ending time and infinite
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ment in between where players privately know a deadline at which the game
must end at the latest. Our main result shows that cooperation can be sus-
tained even when there is a strong correlation between the private deadline,
i.e., when the informational environment is arbitrarily close to the com-
mon knowledge of the ending time. The leading application is collaboration
in a partnership before dissolution, in which we ask if cooperation can be
sustained when both partners know that the relationship is going to break
down.
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1 Introduction

Cooperation is everywhere. There is extensive literature analyzing whether and to
what extent cooperation can be sustained in economic interactions without binding
contracts. It is well known that dynamic incentives can support cooperation in
repeated interactions if the horizon is (possibly) infinite. However, in finite horizon
games, backward induction limits the possibilities of intertemporal incentives and
eliminates them altogether in games with a unique stage-game equilibrium. In this
paper, we go in between the two extremes by introducing a privately observable
finite ending of the game. Is cooperation possible when players are self-interested
and fully rational and each player knows a finite deadline when the game must
end at the latest?

Private deadlines naturally arise when individuals know how long they will
personally stay in a long-term relationship. Consider a team contributing to a
joint project. Each team member may have received a lucrative outside option
and know already when they are leaving. Similarly, workers receive information
about how structural changes are going to affect their own position in the firm.
However, they may not know if their team members will be affected. Both of these
situations lead to team members having private information about the dissolution
of the relationship.

We exploit the idea of personal exit times to study the impact of private infor-
mation about the game horizon. We model the setup as a two-player partnership
game (prisoners’ dilemma) that captures the conflict between self-interest and
cooperation: the players choose between working and shirking where working is
socially beneficial but individually costly, resulting in both players shirking in the
unique stage-game equilibrium.1

The same stage game is played repeatedly until the first player’s exit time
is reached. We are interested in the case where, at the beginning of the game,
each player observes her own exit time privately but not the other player’s exit
time. Hence, each player knows that the game is finite as the player’s own exit

1See Benoit and Krishna (1985) for the folk theorem of finitely repeated games with multiple
stage-game equilibria.
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time works as a finite deadline at which the game must end at the latest. For
simplicity, there is no other source of discounting.

Unavoidably, each player shirks in the last period before her personal exit time.
But what happens in earlier periods? We analyze two cases separately: first, we
assume that the exit times are statistically independent, and second, we introduce
correlation. In both cases, we build on the standard discounted game. Therefore,
we assume that the exit times are drawn from the geometric distribution with a
constant hazard rate 1 − δ. As the game ends when either player’s exit time is
reached, the game would be a standard infinite horizon game with discount factor
δ2 if the players did not know their exit times.

First, we show that if the exit times are independently distributed, one can
support cooperation by using standard trigger strategies, except that there is no
cooperation in the last period. How is it possible that myopic optimization does
not unravel backward to the penultimate period? The player who knows that the
game must end in two periods thinks that it is very likely that her opponent’s
personal exit time is higher than hers. Therefore, she believes that her opponent
believes (wrongly) that cooperation would be possible in the next period, too.
In order to sustain her opponent’s belief in cooperation in the last period, she
works in the penultimate period. Hence, uncertainty about the other player’s
information prevents backward induction.

One interpretation of the result is that the case with uncorrelated exit times
resembles closely the standard discounted infinite horizon game, i.e. the game
where players do not observe any information about the exit times. The oppo-
site extreme case is when the exit times are perfectly correlated, which clearly
corresponds to a finite horizon game.

What happens under imperfect correlation? The most interesting case is when
the correlation is strong. In that case, the trigger strategies that support coop-
eration without correlation are not an equilibrium. To see this, assume that the
game has proceeded up to the penultimate period of at least one of the players.
Now, if the correlation is strong, the player believes that it is very likely that the
current period is the penultimate period of the other player as well, which means
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that the other player will deviate in the next period irrespective of the actions
taken in the current period. Thus, a strong correlation brings backward induction
back.

As it is clear that the usual trigger strategy does not work under a strong cor-
relation, we need to check if any equilibrium strategy profile supports cooperation.
The analysis of the correlated case requires handling a dynamic game of incom-
plete information with i) correlated private information, ii) infinite type sets, and
iii) belief updating over time. More precisely, we let the exit times be the same
with probability α and be independent otherwise. Our main result shows that for
all α < 1, there exists an equilibrium where the expected average payoffs approach
the cooperative payoffs when the hazard rate goes to zero (i.e. the probabilistic
discount rate δ goes to one). We obtain the result by constructing an equilibrium
in mixed strategies where players cooperate for a long time at the beginning of
the game.

In the cooperative mixed strategy equilibrium, players keep cooperating as
long as the other player cooperated in the past and if their exit time is still far
in the future. At some point when the game approaches the exit time, they
start mixing. The mixing probabilities keep the other player’s expectation about
cooperation in the next period just high enough to make her indifferent in the
current period. The challenge in finding such mixed strategies is that the player’s
expectations must depend on her exit time and her belief about the other player’s
exit time. This means that the mixed strategy must make different types of the
opponent indifferent at the same time. The indifference conditions with fixed δ

are intractable. Especially, showing that there exists a solution in valid mixing
probabilities is hard. Therefore, we use an indirect approach where we first show
that the set of indifference conditions has a solution in the limit as δ → 1. Then,
we apply a version of the multidimensional intermediate value theorem to show
that this implies that the set of indifference conditions with δ < 1 also has a
solution and that this solution is close to the solution of the limiting case when
δ is sufficiently large, guaranteeing that the mixing probabilities are valid. The
novel way we use the intermediate value theorem may be of independent interest.
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What do correlated exit times mean in applications? A direct interpretation
is that a common event makes both players willing to leave. Many partnerships
operate on projects of various lengths: small law firms and consultancy companies
may dissolve after a contract with a big client ends; there is an increased risk of
divorce soon after the youngest child moves out; in research, it is uncertain if co-
authorship continues after finishing a paper. We also illustrate that the analysis
for the correlated case is analogous to two other cases: first, the case where players
receive private signals about a common ending time, and second, the case where
the personal exit times are uncorrelated but players receive imperfect signals about
each others’ exit times. These indirect interpretations capture situations where
a common external event, such as the bankruptcy of the common employer or
a major organizational change, ends the collaboration and asymmetric situations
where there is almost common knowledge that one player is leaving.

Our results shed light on how dynamic incentives may sustain cooperation even
in environments known to be finite. The implications include that collaborative
behavior in a partnership does not need to end after a partner decides to leave.
Even more strikingly, team incentives may prevail even after the other partner
hears convincing rumors about her partner leaving or when a common event dis-
solves the partnership. Furthermore, our analysis suggests that organizations may
want to use private rather than public communication with their employees in
front of organizational changes. As long as employees are at least partially unsure
if they share the same information with their team members, dynamic incentives
may prevail even toward the end of the collaboration.

1.1 Literature

The present paper contributes to the literature on dynamic games under incom-
plete information by demonstrating the stark difference between games with a
commonly known deadline and games with privately known deadlines. The mixed
strategy equilibrium of the present paper is in the spirit of finite horizon reputa-
tion games, initiated by Kreps and Wilson (1982), Milgrom and Roberts (1982),
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and Kreps, Milgrom, Roberts and Wilson (1982).2 The connection is that mixing
allows the belief that the exit times are the same to go down over time. However,
our environment differs from the finite horizon reputation games due to correlated
private information and richer belief updating. Furthermore, no type in our setup
resembles the commitment type or good type in reputation games: backward in-
duction would be unavoidable for any realized profile of exit times if they were
publicly observable.

A few papers study other kinds of incomplete information in repeated games.
Neyman (1999) shows that uncertainty structures, which allow for small inconsis-
tencies in beliefs, overcome backward induction in finite games. In Massó (1996),
the chain-store paradox can be prevented when the entrants do not know their
place in the sequence and the monitoring is imperfect. In Masso’s information
structure, it is important that the entrant does not know the number of past
periods and therefore it cannot incorporate more than one long-run player. The
present paper suggests a simple and intuitive information structure that breaks
backward induction in games with many fully rational long-run players.

The stochastic deadline is equivalent to discounting when deadlines are unob-
servable before hand. Baye and Jansen (1996) provides a folk theorem for repeated
games with stochastic discounting where players observe the current discount fac-
tor in each period before taking action. When the expected discount factor goes
to 1, any payoffs larger than the stage Nash payoffs can be achieved in an equi-
librium where grim-trigger is played when the realized discount factor is high
and the stage Nash is played when it is low. The result relies on low discount
factors being extremely unlikely. Nevertheless, the repeated game tends to have
non-degenerate equilibria even when the discount factor goes to zero if the stage
game is continuous. Bernheim and Dasgupta (1995) (see also Arribas and Urbano
(2005) for a generalization) solve for the maximal rate of convergence that facili-
tates intertemporal incentives in continuous games when the discount factor goes
to zero.

2See also Abreu and Pearce (2007), Atakan and Ekmekci (2013), and Fanning (2016) for
reputation games with two-sided incomplete information.
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From a more abstract perspective, repeated games with stochastic discounting
fall into the wider category of stochastic games. In stochastic games folk theorems
by Hörner, Sugaya, Takahashi and Vieille (2011) and Fudenberg and Yamamoto
(2011), an important assumption is the cyclic nature of the state dynamics: even-
tually the game returns to a specific state. Intuitively, a cycle can be seen as
one dynamic stage game which is then repeated again and again. For instance,
the setup in Baye and Jansen (1996) satisfies the cyclicity condition, whereas the
setup of the present paper features an absorbing state and is clearly acyclic.

The paper is also related to Rubinstein (1989), in which unbounded higher-
order beliefs select a unique rationalizable action in a static game that has multiple
Nash equilibria under complete information. The result demonstrates that games
with almost common knowledge of the game structure may be strikingly different
from complete information games. See also Carlsson and van Damme (1993) and
Weinstein and Yildiz (2007).

Finally, there is large experimental literature on repeated games. The often ob-
served pattern in finite horizon games (mostly prisoner’s dilemma) is that subjects
cooperate but that the probability of cooperation decreases dramatically toward
the end (see e.g. Selten et al. (1997) and Bó (2005)). This phase of decreasing
cooperation, known as “the end game” in the experimental literature, resembles
the mixing phase of the present paper. Notice that the model of the present paper
is analogous to the case where subjects are unsure whether their opponent has
received the same information about the game horizon or if that information may
have been left unnoticed. Selten and Stoecker (1986), Engle-Warnick and Slonim
(2006), and Embrey et al. (2017) find that the end game starts earlier if the sub-
jects have played a similar supergame before, which is consistent with the result
that defection starts earlier when it is more likely that the players share the same
information about the game horizon.

The rest of the paper is organized as follows. First, we present the model
in Section 2, followed by the analysis of the special case without correlation in
Section 3. The main result that shows that cooperation can be sustained with
an arbitrary level of imperfect correlation is in Section 4. We present alternative

7



models in Section 5 and concluding remarks in Section 6.

2 Model

Two players, i ∈ {A, B}, play repeated contribution game (prisoners’ dilemma):
in each period, the players simultaneously choose either to work, W , or shirk, S.
Working is individually costly and incurs a cost of P > 0 to the player and a gain
of R > P to her opponent. Figure 1 represents the stage game.

Player A

Player B
W S

W R − P, R − P −P, R

S R, −P 0, 0

Figure 1: Stage game payoffs, R > P > 0.

Before the game starts, each player privately observes her personal exit time (or
deadline), Ti. The exit times are drawn from a joint distribution F (TA, TB). The
game ends when the first player exits so that the last period is T := min{TA, TB}.

A player’s total payoff is the unweighted average of her per period payoffs:

Ui(aT ) = 1
T

T∑
t=1

ui(at),

where at is a pure action profile played in period t, at := (a1 . . . at) is a sequence
of action profiles up to and including t, and ui(at) is the stage game payoff when
profile at is played. There is no discounting.3

Monitoring is perfect: a public history ht = at−1 consists of all past actions.
Let Ht denote the set of all (public) histories of length t. Our solution concept is
perfect Bayesian equilibrium where players’ strategies are functions from histories
and personal exit times to the probability of cooperation, σi : Ht × N → [0, 1].4

3Notice that a player’s belief that the other player is there in the next period corresponds
with the discount factor.

4In the analysis, we do not impose any assumptions on out-off-equilibrium beliefs. Hence, the
results would remain unchanged if one used a stronger equilibrium concept, such as sequential
equilibrium.
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With a fixed strategy profile, σ = (σA, σB), we let Vi(σ) = E[Ui(aT )] denote the
ex ante average payoff of player i where the expectation is over Ti, Tj, and γ and
the possible randomization in σ.

3 Uncorrelated exit times

As a starting point, we cover uncorrelated exit times in this section: the exit times
TA and TB are independent draws from the geometric distribution with hazard rate
1− δ ∈ (0, 1). Hence, T follows the geometric distribution with hazard rate 1− δ2.
The variant of the game where the players do not observe their personal exit times
is the standard infinite horizon repeated game with discount factor δ2.

We show that there is an equilibrium with cooperation whenever δ is suffi-
ciently large. First, we propose equilibrium strategies and, then, verify that they
constitute an equilibrium.

Consider a trigger strategy σT R for player i:

σT R(ht, Ti) :=


1 if no S in the previous period and t < Ti,

0 otherwise.

Suppose that Player i follows σT R and that the current period is Tj − 1. By
working today, Player j can make Player i work tomorrow if and only if Player i’s
personal exit time is larger than Tj. Hence, Player j has an incentive to work if

Pr(Ti > Tj|Ti ≥ Tj − 1, Tj)R ≥ P. (1)

As the exit times are independent, the continuation probability equals Pr(Ti >

Tj|Ti ≥ Tj −1, Tj) = δ2, implying that (1) is satisfied for all δ ≥
√

P/R. We verify
in Appendix A.1 that this is a necessary and sufficient condition for incentive
compatibility:

Proposition 1. Mutual play of σT R is a perfect Bayesian equilibrium strategy

profile if and only if δ2 ≥ P
R

.5

5To complete the equilibrium, one can use any off-path beliefs that are consistent with the fact
that the game has not ended, e.g., that the other player’s exit time is geometrically distributed
over all future periods. Shirking is the unique best response after a deviation, independent of
the off-path beliefs.
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When both players follow σT R, there is cooperation until the last period. In
the last period, the exiting player shirks and the other player works. The relative
weight of the last period vanishes for long games, and hence the average ex ante

payoff approaches the efficient payoff, R − P , when δ goes to 1.

By changing the information structure, the game has both a discounted in-
finite game and an undiscounted finite game as special cases: if players do not
know their personal exit times, the game is infinite; if players observe each others’
personal exit times, the game is finite. Notice that the condition for the hazard
rate in Proposition 1, δ2 ≥ P/R, is identical to the case when the players do
not observe their own personal exit times.6 We conclude that private information
about personal exit times does not hinder intertemporal incentives, whereas public
information would destroy them altogether.

4 Correlated exit times

In the previous section, we saw that one can support cooperation under uncorre-
lated exit times similarly to the case where players do not know their personal exit
times. In contrast, it is clear that the backward induction outcome is the unique
equilibrium if the exit times are perfectly correlated. In this section, we ask what
happens under imperfect correlation.

We introduce correlation such that it is captured by a single parameter, α. Let
the correlation state γ take value 1 with probability α and value 0 with probability
1 − α. Now, if γ = 0, TA and TB are independent draws from the geometric
distribution with hazard rate 1 − δ. The game ends when the first exit time is
reached, T = min{TA, TB}. If γ = 1, the exit times are the same, TA = TB =
T , and follow the geometric distribution with hazard rate 1 − δ2. With this
formulation, the ending time, T , is independent of parameter α, and hence the
expected ending time is the same as in the uncorrelated game in Section 3.7 The

6The exactly identical hazard rate condition relies on the shirking benefit, P , being indepen-
dent of the other player’s action. If shirking was more (less) profitable when the other player
worked, the private information threshold for δ would be lower (higher) than the no information
threshold.

7The main result extends to an alternative model where T ∼ Geom(1 − δ) if γ = 1. The
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players observe their own Ti but not the realization of γ.8 Parameter α scales the
amount of correlation in the model. If α = 0, we are back in the uncorrelated case.
For tractability, we exclude a measure-zero set of possible levels of correlation by
assuming that α /∈ {a ∈ [0, 1] : a = 1 − (P

R
)n for some n ∈ N}.

4.1 How does correlation complicate cooperation?

First, we illustrate how the correlated case differs from the uncorrelated case. We
argue that the trigger strategy profile σT R used in the previous section is not an
equilibrium when the correlation is strong.

Consider the trigger strategy σT R, and assume that the game has proceeded
up to the penultimate period for Player j. If the correlation is strong (α close
to 1), the probability Pr(Ti > Tj|Ti ≥ Tj − 1, Tj) is very small for all δ. In that
case, the trigger strategies do not constitute an equilibrium. Instead, if Player i

follows σT R, Player j faces a temptation to shirk in the penultimate period, and
the equilibrium unravels like in a finite horizon game. In this sense, backward
induction applies to games with high correlation. Hence, there must be an upper
bound for α such that σT R is an equilibrium for any δ. A direct calculation gives
(see Appendix A.2):

Lemma 1. The mutual play of σT R is a perfect Bayesian equilibrium strategy

profile for some δ < 1 if and only if α < R−P
R+P

.

When knowing that cooperation is possible without correlation (Proposition 1)
and impossible under perfect correlation, it goes according to the intuition that
there is a threshold level of correlation that determines if σT R defines an equilib-
rium. Intuitively, high correlation means almost common knowledge of the finite
deadline, which breaks down intertemporal incentives.

analysis of that case is available upon request.
8The players update their belief on γ after seeing their own exit time: Pr(γ = 1|Ti) =
α(1+δ)δTi−1

α(1+δ)δTi−1+1−α
. This updating is not central to our main result; see the previous footnote.
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4.2 Cooperation under correlated exit times

In the absence of other sources of information, backward induction is unavoidable
under high correlation, as shown by Lemma 1. In what follows, we construct
another strategy, σ̃, that supports cooperation even when α is large. To facilitate
cooperation, mixing is required on the equilibrium path. Mixing provides an
endogenous source of information that increases the players’ beliefs about the
other player’s exit time.

We define a mixed trigger strategy:

Definition 1. A strategy σ̃i : Ht ×N → [0, 1] is a mixed trigger strategy if it takes

the following form:

σ̃i(W ; ht, Ti) =


pδ(Ti − t; Ti) ∈ [0, 1] if no S in the previous period,

0 otherwise,
(2)

for some function pδ : N × N → [0, 1].

A mixed trigger strategy calls for shirking whenever someone has shirked be-
fore. Otherwise, the players use a mixed action where the mixing probability
depends on the remaining time before their personal exit time, Ti − t, and on the
personal exit time, Ti. We call a mixed trigger strategy stationary if it does not
depend on Ti but only on Ti − t. We use mixed trigger strategies to show our main
result:

Theorem 1. For all α < 1 and ϵ > 0, there exists δ ∈ (0, 1) such that there exists

a perfect Bayesian equilibrium strategy profile σ with Vi(σ) ≥ R − P − ϵ for both

i ∈ {A, B} if δ ≥ δ.

Theorem 1 implies that cooperation is possible for any level of imperfect cor-
relation. We get a folk theorem like result despite that players are almost sure
that they share the same information about the finite deadline.

Theorem 1 follows once we show that there exists a function pδ : N×N → [0, 1]
such that player i is indifferent between working and shirking when pδ(Ti − t, Ti) ∈

(0, 1), prefers working when pδ(Ti − t, Ti) = 1, and prefers shirking when pδ(Ti −
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t, Ti) = 0. This shows that there is an equilibrium in mixed trigger strategies.
Furthermore, we need to argue that the fraction of periods where players cooperate
goes to one as the expected exit times go to infinity. Formally, let τ(Ti) := min{t ∈

N : pδ(Ti − t, Ti) < 1}. We want to show that τ(Ti)/Ti → 1 as Ti → ∞ when δ is
large.

Instead of trying to find pδ directly, we take a detour and consider a stationary
strategy profile that makes the players indifferent for large enough realizations of
the exit time. However, the constructed stationary profile is not an equilibrium
because low types have an incentive to deviate. Instead, it should be viewed as a
useful middle step in the argument.

4.3 Cooperative stationary strategy profile

In this subsection, we show that one can find stationary mixing probabilities that
make the other player indifferent for large enough realizations of the exit time.
There, we ignore the problem that such a mixed trigger strategy may not be a best-
response if the realized exit time was low. Therefore, the stationary strategy we
construct is not an equilibrium strategy but a useful tool in the construction. In the
next subsection, we show that there exists a non-stationary mixed trigger strategy
profile that is an equilibrium and that converges to the stationary strategies we
construct in this subsection.

Suppose that Player i follows a stationary strategy:

σ̃S
i (W ; ht, Ti) =


pδ(Ti − t) ∈ [0, 1] if no S in the previous period,

0 otherwise.
(3)

This is the stationary version of the mixed trigger strategy (2). Furthermore,
suppose that pδ(Ti − t) < 1 only for Ti − t ≤ K.

Our objective is to find pδ(1), pδ(2), . . . , pδ(K) ∈ (0, 1) that make Player j

indifferent in periods Tj − K, Tj − K + 1, . . . , Tj − 1 when Player i follows σ̃S
i . Let

the current period be Tj − k > K and the history be such that both players have
always worked. Now, Player j’s updated belief that the exit times are the same,
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i.e. γ = 1, is (derivation in Appendix A.3):

α̂(k) := α(1 + δ)ΠK
l=k+1pδ(l)

α(1 + δ)ΠK
l=k+1pδ(l) + (1 − α)

(
δK−k + δ−k(1 − δ) ∑K−1

n=0 δiΠK
l=n+1pδ(l)

) .

The posterior belief α̂(k) depends only on remaining time until Tj and not on Tj

itself. This follows from stationarity and Tj −k > K, which guarantees that Player
i has had enough time to mix before period Tj − k. Posterior α̂(k) is increasing
in k – and hence decreasing over time – if endogenous updating through mixing
is stronger than exogenous updating through time, i.e. α̂(k) − α̂(k − 1) > 0 if
pδ(k) < δ. Intuitively, this must hold at least for small k in order to make Player
j (weakly) willing to work. Otherwise, the belief in the penultimate period would
remain above α and backward induction logic would dictate that Player j shirks.

Using posterior α̂(k), we can write the indifference condition for Player j in
period Tj − k > K as

α̂(k)pδ(k)pδ(k − 1) + (1 − α̂(k))
∞∑

n=0
βnpδ(n)pδ(n − 1) = P

R
, (4)

where βn := δnΠK
l=n+1pδ(l)/(∑∞

h=0 δhΠK
l=h+1pδ(l)) is the probability that Ti = t + n

conditional on Ti ≥ t and γ = 0. Overall, the left-hand side of (4) equals the
probability that Player i works at least up to period Tj − (k − 1) conditional on
working up to Tj − (k + 1). Here, we implicitly use that Player j is indifferent
in period Tj − (k − 1), and hence the value in that period equals R times the
probability that Player i works.

Indifference condition (4) must hold for all k ∈ {1, . . . , K}. Hence, when
solving for the mixing probabilities pδ(1), . . . , pδ(K), we have K equations and K

unknowns. Furthermore, each pδ(l) must be between zero and one to be a valid
mixing probability. In Appendix A.4, we show that the system of equations indeed
has a solution in valid mixing probabilities when we choose a suitable K:

Lemma 2. For all α ∈
(

R−P
R+P

, 1
)
, there exist δ̄ < 1 and K such that for all δ > δ̄,

there exists numbers pδ(1), pδ(2), . . . , pδ(K) ∈ (0, 1) such that (8) holds for all

k ∈ {1, 2, . . . , K}.9

9Here, the parameter restriction that excludes a measure-0 set of values for α is used to get
that each pδ(l) is strictly between 0 and 1.
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Lemma 2 implies that there exists a version of σ̃S
i that is incentive compatible

for large realizations of personal exit times. On the implied path, the players
receive payoff R−P in all but the last K periods. However, σ̃S

i is not an equilibrium
strategy because it is not optimal for either player if the exit time is small. Hence,
a different strategy must be used at least for Ti < K, which then affects incentives
of types Tj ∈ {K + 1, . . . , 2K} of the other player, too. Then if types Tj ∈

{K + 1, . . . , 2K} do not use a stationary strategy, the best response by types
Ti ∈ {2K + 1, . . . , 3K} is non-stationary, and the argument moves on to even
higher Ti and Tj. Next, we show that we can find an equilibrium in non-stationary
mixed trigger strategies that converge to the same expected outcome path as the
stationary mixed trigger strategy σ̃S

i .

4.4 Proof of Theorem 1: idea

To prove Theorem 1, we construct non-stationary symmetric strategies that con-
verge to the same limit as the stationary strategy (3) as δ → 1 for large enough
exit times. Then, as small realized exit times get very unlikely and otherwise the
players mix only for a finite number of periods, the expected payoffs approach the
cooperative payoffs.

Suppose that K is a number of mixing periods that satisfies Lemma 2. We use
a version of the non-stationary mixed trigger strategy (2) where pδ(Ti − t; Ti) = 0
if Ti < K and pδ(Ti −t; Ti) = 1 if Ti −t > K. Now, if Player i follows the suggested
strategy, Player j with Tj > K is indifferent in period Tj −k if the following holds:

α̂(k|Tj)pδ(k|Tj)pδ(k − 1|Tj)

+ (1 − α̂(k|Tj))
∞∑

n=0
βn(Tj)pδ(n|Tj − k + n)pδ(n − 1|Tj − k + n) = P

R
, (5)

where βn(Tj) := δnπK
l=n+1pδ(l|Tj − k + n)/(∑∞

h=0 δhπK
l=h+1pδ(l|Tj − k + h)) is the

probability that Ti = Tj − k + n conditional on Ti ≥ Tj − k and γ = 0, and
α̂(k|Tj) := α(1+δ)ΠK

l=k+1pδ(l|Tj)
α(1+δ)ΠK

l=k+1pδ(l)+(1−α)(δK−k+δ−k(1−δ)
∑K−1

n=0 δiΠK
l=n+1pδ(l|Tj−k+n)) is the pos-

terior probability for γ = 1. Notice that (5) is the non-stationary version of (4).

The system of equations (5) is hard to solve. Especially showing directly that
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the solution consists of valid mixing probabilities is intractable. Therefore, we use
an indirect approach: we notice that the limit of (5) coincides with the limit of
the stationary indifference condition (4) as δ → 1. Therefore, we guess that we
can approximate (5) with the limit of the stationary problem, which we know to
have a solution in (0, 1)K . Then, the following lemma turns out to be useful:

Lemma 3. Let C ⊂ Rn be compact and F : C → Rn be a continuous function.

Suppose that there exists x∗ ∈ int(C) such that F (x∗) = 0 and that satisfies the

following “sign condition”: there exists ϵ̄ > 0 and M > 0 such that for all ϵ ∈ (0, ϵ̄)
and for all y ∈ Rn such that ||y|| < ϵ, there exists x ∈ C such that F (x) = y and

||x − x∗|| < Mϵ.

Let (F m)m∈N be a sequence of continuous functions from C to Rn that converges

to F uniformly. Then, for all ϵ > 0, there exists m̄ such that for all m > m̄, there

exists zm ∈ C such that F m(zm) = 0 and ||zm − x∗|| < ϵ.

We prove the lemma in Appendix A.5. The key step in the proof is that the
sign condition allows us to use the multidimensional intermediate value theorem.

Consider a system of K equations and unknows that results from (5) after let-
ting all p(l|Ti ̸= Tj) be arbitrary fixed numbers between 0 and 1. Lemma 3 implies
that this system has a solution close to the solution of the limit of the stationary
strategy profile as δ → 1, guaranteeing that the required mixing probabilities are
between 0 and 1. As the argument works for all Tj > K, this verifies that there
exists an equilibrium in non-stationary mixed trigger strategies such that players
cooperate in all except the last K periods for large enough δ. Theorem 1 follows
as the ex ante payoff from such a strategy profile converges to R − P as δ → 1.
The detailed proof is in Appendix A.6.

5 Related environments

Here, we present two alternative models and show how the analysis of the main
model extends to them.

16



5.1 Privately observable common shock that ends the game

Consider a team working in a firm that is about to go into bankruptcy. However,
with a small probability, each worker is unaware of the coming end. Here, we show
this kind of small uncertainty may be enough for building intertemporal incentives
for cooperation.

Let the game be otherwise the same as in the main model but assume that
instead of private ending times, there is a common event that ends game. The
common ending time T is a random draw from the geometric distribution with
hazard rate 1− δ. Before the game starts, each player observes T with probability
α (independently). Otherwise, the player learns nothing and holds the prior T ∼

Geom(1 − δ). We let Ti ∈ N ∪ 0 denote the player’s type where Ti = 0 means
Player i has not learned T , and otherwise Ti = T .

If Player i has learned T and if α is close to 1, she believes that it is very likely
that Player j has also learned T . Therefore, similar to the main model with high
correlation, one cannot support cooperation using a pure-action trigger strategy.
Instead, mixing is required.

We argue that version of the mixed trigger strategy (2) works in this environ-
ment, too. Specifically, we set pδ(Ti − t; Ti) = 1 if Ti = 0 (uninformed player),
pδ(Ti − t; Ti) = 0 if Ti ∈ {1, . . . , K}, and pδ(Ti − t; Ti) = p(Ti − t) if Ti > K

with some natural number K. Furthermore, we want the strategy to be such that
p(Ti − t) = 1 if Ti − t > K, and incentive compatibility requires that p(0) = 0.
We denote this strategy by σ̃C .

If Player i follows the suggested mixed trigger strategy, informed Player j is
indifferent in period Tj − k if

(1 − α) + αΠK
l=k−1p(l)

(1 − α) + αΠK
l=k+1p(l) = P

R
. (6)

This indifference condition is almost identical to the stationary indifference condi-
tion in the main model (4) evaluated at δ = 1. It follows that we can follow similar
steps as in the proof of Lemma 2 to show that there exist valid mixing probabilities
p(1), . . . , p(K) such that the indifference condition holds for all k ∈ {1, . . . , K}.
Furthermore, the uninformed player wants to follow the trigger strategy if δ is
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sufficiently high. Therefore we get the following (proof in Appendix B.1):

Proposition 2. Suppose each player observes the common deadline with proba-

bility α < 1. Then, there exists δ ∈ (0, 1) and mixing probabilities p(1), . . . , p(K)
such that the mutual play of σ̃C is a perfect Bayesian equilibrium if δ ≥ δ.10

The intuition behind Proposition 2 is largely the same as for Theorem 1: mixing
allows the belief that the exit times are not the same to go up toward the end of
the, maintaining intertemporal incentives for cooperation.

A natural question is what happens if the events of being informed are corre-
lated or if they depend on T . The argument behind Proposition 2 remains practi-
cally unchanged as long as Pr(Ti = 0|Tj) is bounded away from zero for all Tj. The
only difference is that the mixing probabilities (and potentially the number of mix-
ing periods) would depend on T if the condition Pr(Ti = 0|Tj) = Pr(Ti = 0|T ′

j)
did not hold for all Tj, T ′

j > K.

5.2 Uncorrelated exit times with correlated signals

Now, suppose that there is only a one-sided probability of leaving. Let the game
end at T ∼ Geom(1 − δ) when Player A leaves. Before the game starts, Player
A observes T for sure and Player B observes it with probability α. This model
extends the scope of applications to include asymmetric situations where there is
almost common knowledge that one player is leaving.

Again, we need mixing when α is high. Let the players follow a mixed trigger
strategy (2) with pδ(T − t, T ) = pA(T − t) if T > K and pδ(T − t, T ) = 0 otherwise
for Player A, pδ(T − t, T ) = pB(T − t) if T > K and pδ(T − t, T ) = 0 otherwise for
informed Player B, pδ(T − t, T ) = t for uninformed Player B. Let (σ̃A, σ̃B) denote
this strategy profile. To make Player A indifferent in period T − k, the informed
Player B’s mixing probabilities, (pB(1), . . . , pB(K)), must satisfy:

(1 − α) + αΠK
l=k−1p

B(l)
(1 − α) + αΠK

l=k+1p
B(l) = P

R
.

10Notice that the mixing probabilities p(1), . . . , p(K) are independent of δ.
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This is the same condition as in the previous subsection because the information
environment is the same for Player A.

Next, the informed Player B is indifferent in period T − k if Player A’s mixing
probabilities satisfy pA(k)pA(k − 1) = P/R. This condition can be satisfied only
for l ≤ 2, which implies that pB(1) = 0. We clearly have pA(k) ̸= pB(k). Despite
this asymmetry, we can follow similar steps as in the main model to show that the
constructed strategy profile is an equilibrium (details in Appendix B.2):

Proposition 3. Suppose that Player B observes the exit time of Player A with

probability α < 1. Then, there exists δ ∈ (0, 1) and mixing probabilities p(1), . . . , p(K)
such that (σ̃A, σ̃B) is a perfect Bayesian equilibrium if δ ≥ δ.

As a final remark, notice it is not the player who knows the true ending time,
Player A, who builds a reputation in the equilibrium. Instead, by mixing, the
informed Player B increases Player A’s belief that Player B is uninformed.

5.3 Bounded beliefs

Here, we show through an example that the main results do not hinge on the
unbounded support of the players’ beliefs about the other player’s personal exit
time.

Suppose that T̃ is drawn from the geometric distribution with hazard rate
1 − δ. Again, we let γ = 1 with probability α and γ = 0 otherwise. If γ = 1,
TA = TB = T̃ . If γ = 0, TA and TB are independent draws from the uniform
distribution on {n ∈ N : |n − T̃ | ≤ M} with some M ∈ N.

Notice that each player knows the other player’s exit time is at most 2M

periods apart from the player’s own exit time. We still get a result analogous to
Proposition 1:

Proposition 4. There exists a triplet (M̄, ᾱ, δ̄) with M̄ ∈ N ᾱ > 0, and δ̄ < 1
such that the mutual play of σT R is a perfect Bayesian equilibrium if M > M̄ ,

α < ᾱ, and δ > δ̄.
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Proposition 4 follows by noticing that Pr(Ti > Tj|Ti ≥ Tj − 1, Tj) approaches
1 as M → ∞, α → 0, and δ → 1. Hence, the optimality condition (1) is satisfied
for large M and δ and small α.

Similar to the main model, the trigger strategy σT R is not an equilibrium for
large α even when M → ∞ and δ → 1. One can support cooperation by using
mixed trigger strategies for all α < 1 if M and δ are large enough. This can be
easily seen by noticing that the limit of this alternative model as M → ∞ and
δ → 1 is the same as the limit of the main model as δ → 1. Therefore, one can use
Lemma 3 to show that the indifference conditions of the alternative model can be
simultaneously satisfied for any α < 1 when M and δ are large.

6 Concluding remarks

Here, we conclude with a few important remarks, starting with the applied impli-
cations and ending with a discussion of the key assumptions behind the results.

Despite the game theoretic focus of the paper, the implications derived from
our research shed light on the practical considerations that organizations must
address in maintaining effective cooperation, particularly in the face of impending
changes. Consider an organization where teamwork is essential, but it is difficult
to reward helping others. In such situations, organizations must rely on the or-
ganizational culture where workers trust that if they help a team member today,
they will get help tomorrow. The expectations about the durability of the team
are the key to whether such intertemporal incentives may be effective: if there
is an organizational change ahead or if you or your colleague are about to retire
or change jobs, your colleague may not have time – or willingness – to pay back
your good deed. The results of the present paper suggest that private, rather than
public, communication in organizations helps maintain cooperative norms in front
of major changes.

In practice, while it may be necessary to inform individuals about how orga-
nizational changes will impact their roles, there typically is much more freedom
in designing if they should be informed about the fates of their peers. An impli-
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cation of our main result (Theorem 1) is that even if each worker can infer fairly
accurately what the changes are going to mean for the team as a whole, dynamic
considerations may facilitate cooperation. Maintaining an element of dynamic un-
certainty can foster greater cooperation among team members, as the continuation
probability for future interactions remains a key driver of cooperative equilibrium.
In contrast, if it is common knowledge among the workers that the collaboration is
about to end, dynamic incentives for unselfish behavior unravel. Therefore, telling
each worker privately about an upcoming termination may be less disruptive to
cooperation than a public announcement.

More broadly, this paper suggests that the set of environments where cooper-
ation between self-interested agents can be self-sustaining is more extensive than
expected based on the existing studies. Our study demonstrates that even when
individuals know of a finite deadline and possess only a modest level of uncertainty
regarding their peers’ beliefs, the cooperative equilibrium endures.

The critical feature in the analysis is that the continuation probability for the
other player staying in the game in the near future must be bounded away from
zero. We hypothesize that the findings of the present paper generalize to many
other distributions for the exit times that satisfy this feature. The individual
optimality condition in the cooperative equilibrium asks if by working today, one
can induce the other player to work tomorrow. Implications for the more distant
future do not enter into the optimality condition. For instance, whether beliefs
(of any fixed order) are bounded or unbounded is unlikely to affect the result.

We conclude by suggesting an environment where the result will potentially
fail. Suppose the exit times become increasingly synchronized over time (or that
the players learn each other’s exit times by waiting). In such an environment, the
number of mixing periods must increase as the probability of holding the same
exit time increases. Therefore, even if a mixed trigger strategy exists, it does not
guarantee expected payoffs close to the cooperative payoffs because the cooperative
face ends early. This counter-example suggests that a necessary condition for
the positive result of this paper is that the continuation probability, Pr(Ti >

Tj|Ti ≥ Tj − 1, Tj), is uniformly bounded away from zero. The exact conditions
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for joint distributions that enable long-run cooperative payoffs warrant further
investigation.
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A Proofs

A.1 Proof of Proposition 1

Proof. Suppose that Player i follows σT R. First notice that the one-shot deviation
principle applies here. Player j does not have a profitable one-shot deviation at
t < Tj if the following holds

δ(R − P ) + (1 − δ)(−P ) + δw∗
Tj

(t + 1) ≥ δR + (1 − δ)0,

where wT R
Tj

(t + 1) is player j’s value in period t + 1 after mutual play of W and
when both players follow σT R and Player j’s personal exit time is Tj. The value
wT R

Tj
(t) is

wT R
Tj

(t) = δR(1 − δ−(Tj−t+1)) − P (1 − δ−(Tj−t))
1 − δ

.

It is decreasing in t when δ ≥ P
R

. If δ < P
R

, it is clear that cooperation cannot
be sustained. Therefore, it is enough to check for incentive compatibility in the
penultimate period when the continuation value is wT R

Tj
(Tj) = δR

In period Tj − 1, Player j is willing to cooperate if and only if

δ(R − P ) + (1 − δ)(−P ) + δ2R ≥ δR ⇐⇒ δ2 ≥ P

R
.

A.2 Proof of Lemma 1

Proof. Suppose that Player i follows σT R. As in the proof of Proposition 1 without
correlation, the IC constraint for Player j is satisfied for all t < Tj if it is satisfied
at t = Tj − 1 The best response by Player j is to play W at Tj − 1 if and only if
Pr(Ti > Tj|Ti ≥ Tj − 1, Tj)R ≥ P . This is equivalent to

Pr(γ = 0|Ti ≥ Tj − 1, Tj) ≥ P

δ2R
, (7)

where the conditional probability equals

Pr(γ = 0|Ti ≥ Tj − 1, Tj) = (1 − α)(1 − (1 − δ)δ)
α(1 + δ)δ + (1 − α) .
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To get this, notice that after seeing Tj but before the game starts, Player j poses
probability α(1−δ2)δ2(Tj −1)

α(1−δ2)δ2(Tj −1)+(1−α)(1−δ)δTj −1 on γ = 1.

We get the upper bound for α by plugging in the conditional probability and
evaluating (7) at the limit δ = 1, which yields the condition in the statement.

A.3 Derivation of the posterior belief

In Appendix, we drop the sub-index δ from mixing probabilities pδ(l) and pδ(l|Ti).

When Player i follows σ̃S
i , the posterior belief Pr(γ = 1|Tj, at = (W, W )∀t <

Tj − k) is:

αPr(Tj|γ = 1)ΠK
l=k+1p(l)

αPr(Tj|γ = 1)ΠK
l=k+1p(l) + (1 − α)Pr(Tj|γ = 0) ∑∞

Ti=1 Pr(Ti|γ = 0)ΠK
l=Ti−Tj+k+1p(l)

= α(1 − δ2)δ2(Tj−1)ΠK
l=k+1p(l)

α(1 − δ2)δ2(Tj−1)ΠK
l=k+1p(l) + (1 − α)(1 − δ)2δTj−1 ∑∞

Ti=1 δTi−1ΠK
l=Ti−Tj+k+1p(l) .

Notice that ∑∞
Ti=1 δTi−1ΠK

l=Ti−Tj+k+1p(l) = ∑∞
Ti=Tj−k δTi−1ΠK

l=Ti−Tj+k+1p(l) be-
cause ΠK

l=Ti−Tj+k+1p(l) = 0 if Ti < Tj + k. Then, by using n = Ti − Tj + k as the
running index, the infinite sum can be rewritten as ∑∞

n=0 δn+Tj−kΠK
l=n+1p(l). The

formula for α̂(k) follows after a straightforward calculation once one plugs in the
rewritten infinite sum and uses that ΠK

l=n+1p(l) = 1 if Ti ≥ K.

A.4 Proof of Lemma 2

Proof. We can rewrite the indifference condition (4) as:

(1 − α)δ−k+1(1 − δ) ∑∞
j=0 δjΠK

l=jpδ(l) + α(1 + δ)ΠK
l=k−1pδ(l)

(1 − α)δ−k−1(1 − δ) ∑∞
j=0 δjΠK

l=jpδ(l) + α(1 + δ)ΠK
l=k+1pδ(l)

= P

R
, (8)

which we simplify further by using A(δ) := (1 − δ) ∑∞
j=0 δjΠK

l=jp(l). Notice that
A(δ) ∈ (0, 1) and A(δ) → 1 as δ → 1.

We want Player j to be indifferent in periods Tj − K, Tj − K + 1, . . . , Tj − 1,
which means that (8) must hold for all k ∈ {1, 2, . . . , K}. Notice that (8) has
a recursive structure so that the denominator when k = k′ is the numerator of
k = k′ − 1. Using the recursive structure, we can derive the following equations
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when K is even:

(1 − α)δ−k+1A(δ) + α(1 + δ)ΠK
l=k−1p(l) =

(
P

R

) K−k
2 +1 (

(1 − α)δ−K−1A(δ) + α(1 + δ)
)

for k ∈ {2, 4, . . . , K}, (9)

(1 − α)δ−k+1A(δ) + α(1 + δ)ΠK
l=k−1p(l) =

(
P

R

) K−k+1
2 (

(1 − α)δ−KA(δ) + α(1 + δ)p(K)
)

for k ∈ {3, . . . , K − 1}, (10)

(1 − α)δ−2A(δ) + α(1 + δ)ΠK
l=2p(l) = (1 − α)A(δ)R

P
, (11)

where the last equation is the indifference condition for the penultimate period,
k = 1. This gives a system of K equation and unknowns.

One can solve p(K) by observing that the LHS of the equations for k = 1 and
k = 3 are the same. This gives:

p(K) = 1 − α

α

(
R

P

) K
2

− δ−K

 A(δ)
1 + δ

. (12)

Next, the equation for k = K, gives p(K − 1) when we plug in p(K):

p(K − 1) =
P
R

(
(1 − α)δ−K+1A(δ) + α(1 + δ)

)
− (1 − α)A(δ)δ−K+1

(1 − α)A(δ)
((

R
P

) K
2 − δ−K

) . (13)

Next, we calculate the necessary conditions for K that come from p(K), p(K −

1) ∈ (0, 1). In (12), p(K) > 0 always. A direct calculation gives that there exists
ϵ̃(δ) such that ϵ̃(δ) → 0 as δ → 1 and p(K) < 1 if α > (R/P )K/2−1

(R/P )K/2+1 + ϵ̃(δ).

Similarly, for p(K − 1) > 0 in (13) a sufficient condition when δ is close to
one is that α > R−P

R+P
, which holds by assumption. Then, p(K − 1) > 1 is implied

by α < (R/P )K/2+1−1
(R/P )K/2+1+1 − ϵ̂(δ) with some function ϵ̂ such that ϵ̂(δ) → 0 as δ → 1.

Combining the previous restrictions gives that p(K), p(K − 1) ∈ (0, 1) if and only
if α ∈ ( (R/P )K/2−1

(R/P )K/2+1 + ϵ(δ), (R/P )K/2+1−1
(R/P )K/2+1+1 − ϵ̂(δ))) =: (u(K) + ϵ̃(δ), u(K) − ϵ̂(δ)).

Based on the above reasoning, we make a guess that there exists ϵ(δ) such that
ϵ(δ) → 0 as δ → 0 and that there exists δ̄ < 1 such that p(k) ∈ (0, 1) for all
k ∈ {1, . . . , K} if α ∈ (u(K) + ϵ(δ), u(K) − ϵ(δ)) and if δ > δ̄.

We have already argued that the above holds for k = K, K − 1. We need to
check that p(k) ∈ (0, 1) also for all lower k. We start by checking that p(k) > 0
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when δ is large. This can be seen by using an induction argument: we show that
p(k − 1) > 0 under the assumption that p(l) > 0 for all l ≥ k. This is enough as
we know that p(K) > 0.

Suppose first that k is even. Recall that ΠK
l=k+1pδ(l) > 0 by assumption. Hence,

(8) gives that p(k)p(k − 1) > 0 is equivalent to

α(1 + δ)
(

P

R

) K−k
2

− (1 − α)δ−k−1A(δ)
δ2 −

(
P

R

) K−k
2

 > 0, (14)

where we have used (9) to evaluate the denominator of (8). By using the lower
bound u(K) for α and taking the limit as δ → 1, one sees that (14) always holds
for large enough δ.

Suppose next that k is odd. Again, use (9), now together with (12), to rewrite
(8), which then can be used to solve for p(k)p(k − 1). For this case, the result-
ing formula is always strictly positive when δ−1 ≤

(
R
P

)1/2
. Hence, p(k − 1) is

guaranteed to be positive also for off k when δ is sufficiently close to 1.

Now, we turn to checking that p(k) < 1. To do this, take the difference of the
recursive indifference conditions (9) and (10) for k and k +1 (it is useful to plug in
p(K)). Using that p(l) > 0 for all l, this gives a condition for p(k − 1) < 1. For k

even, the condition is hardest to achieve when α is large and the converse is true
when k is odd. Hence we need to check that the condition is satisfied (weakly)
when α = u(K) and α = u(K) respectively for δ → 1. A direct calculation verifies
that the conditions are indeed satisfied in both cases.

Therefore, we conclude that there exists ϵ(δ) that goes to zero as δ → 1 such
that all p(k) ∈ (0, 1) if α ∈ (u(K) + ϵ(δ), u(K) − ϵ(δ)).

Finally, notice that for all α ∈ (R−P
R+P

, 1)\{a ∈ [0, 1] : a = 1−(P
R

)n for some n ∈

N}, there exists δ < 1 such that α ∈ (u(K) + ϵ(δ), u(K) − ϵ(δ)) for some even
K. This follows as the union of all (u(K), u(K)) over all even natural numbers
K contains all real numbers in a ∈ (R−P

R+P
, 1), excluding {a ∈ [0, 1] : a = 1 −

(P
R

)n for some n ∈ N}. Therefore, we conclude that for all α ∈ (R−P
R+P

, 1) \ {a ∈

[0, 1] : a = 1 − (P
R

)n for some n ∈ N}, there exists an even number K(α) such that
there exists valid mixing probabilities (p(1), p(2), . . . , p(K)) that make the players
indifferent in periods Ti − K, Ti − K + 1, . . . , Ti − 1. Furthermore, K(α) is finite
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for all α < 1.

A.5 Proof of Lemma 3

Proof. For each α ∈ Rn, define isohypersurface X i(α) as:

X i(α) := {x ∈ C :Fi(x) = α and (x − x∗)′b ≤ (z − x∗)′b

for all b ∈ Rn, z ∈ C s.t. Fi(z) = α.}

The condition (x − x∗)′b ≤ (z − x∗)′b for all z ∈ C : Fi(z) = α means that if
Fi(x) = α has multiple solutions, we choose the one that is closest to x∗.

Next, we define Ci(ϵ′) ⊂ C such that all of its elements are in between
of X i(ϵ′) and X i(−ϵ′). The formal definition is: Ci(ϵ′) := {x ∈ C : xj ∈

[min{xi
j(x, j), xi

j(x, j)}, max{xi
j(x, j), xi

j(x, j)}] for all j where x(x, j) and x(x, j)
are such that xi(x, j) ∈ X i(ϵ′) and xi

k(x, j) = xk for all k ̸= j and xi(x, j) ∈

X i(−ϵ′) and xi
k(x, j) = xk for all k ̸= j. If x(x, j) or x(x, j) does not exist, use

min{Cj} and max{Cj} for the lower and upper bars. Let C(ϵ′) := ∩n
i=1Ci(ϵ).

Figure 2 illustrates the constructed set C(ϵ′) when n = 2.

C(ϵ′)
X i(−ϵ′)

X i(ϵ′)

x∗

Xj(−ϵ′)

Xj(ϵ′)

xi

xj

Figure 2: Ci(ϵ′) is defined as the region between Xi(ϵ′) and Xi(−ϵ′), and similarly Cj(ϵ′) is
the region between Xj(ϵ′) and Xj(−ϵ′). The intersection of Ci(ϵ′) and Cj(ϵ′) gives C(ϵ′).

By construction, |Fi(x)| ≤ ϵ′ for all x ∈ C(ϵ′). Then, we have

max
x∈C

||x, x∗|| = max
x∈C\int(C)

||x, x∗|| ≤ M ||F (x)|| ≤ M
√

nϵ,
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where the second to last inequality comes from the sign condition by the following
argument. x ∈ C \ int(C) implies that x ∈ X i(ϵ′) ∪ X i(−ϵ′) for some i. By the
construction of X i(ϵ′) and X i(−ϵ′), we know that each x ∈ X i(ϵ′) ∪ X i(−ϵ′) is the
solution closest to x∗ for the problem F (x) = y′ with some y′ such that |y′

i| = ϵ′

and |y′
j| ≤ ϵ′. Now, the sign condition gives that for small enough ϵ′, C(ϵ′) is

compact and satisfies: x ∈ C(ϵ′) ⇒ ||x − x∗|| ≤ M
√

nϵ′.

Next, choose large enough m such that F m
i (x) > 0 for all x ∈ X i(ϵ′) and

F m
i (x) < 0 for all x ∈ X i(−ϵ′) for all i (such m exists by uniform convergence).

Now the multidimensional intermediate value theorem (Poincare-Miranda theo-
rem) implies that F m

i (x) = 0 has a solution in C(ϵ).11 Finally, the claim follows
by setting ϵ′ = ϵ/(2M

√
n), which implies that ||x − x∗|| ≤ ϵ/2 < ϵ.

A.6 Proof of Theorem 1

Proof. The claim follows directly from Lemma 1 if α < R−P
R+P

. Hence, we focus on
the case where α > R−P

R+P
.12

Suppose that p(l|Ti) = 1 for all l ∈ (K, Ti] with some K. We verify this
guess as part of the proof. We prove the existence of a non-stationary trigger
strategy by showing that for all p(l|Ti ̸= Tj) ∈ [0, 1] when l ≤ K, we can find
p(1|Tj), . . . , p(K|Tj) ∈ (0, 1) such that the indifference condition holds for type Tj

for all k ∈ {1, . . . , K}.

First, take the limit of the stationary indifference condition (8) as δ → 0:

(1 − α) + 2αΠK
l=k−1p(l)

(1 − α) + 2αΠK
l=k+1p(l) − P

R
= 0, (15)

which defines a set of continuous equations with a unique solution p∗ where p∗(l) ∈

(0, 1) for all l ∈ {1, . . . , K}.

The indifference condition for type Tj in period Tj − k in the non-stationary
11The usual formulation of Poincare-Miranda theorem assumes that F m

i (x) < 0 when xi = −1
and F m

i (x) > 0 when xi = 1. The formulation used in the proof is equivalent to the standard
formulation after space change.

12Notice that α = R−P
R+P belongs to the excluded set of measure-0.
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problem is

(1 − α)δ−k+1(1 − δ) ∑∞
j=0 δjΠK

l=jp(l|Tj − k + j) + α(1 + δ)ΠK
l=k−1p(l|Tj)

(1 − α)δ−k−1(1 − δ) ∑∞
j=0 δjΠK

l=jp(l|Tj − k + j) + α(1 + δ)ΠK
l=k+1p(l|Tj)

− P

R
= 0,

(16)

which is continuous in p(l|Tj).

When one sets p(l|Tj) equal to p(l), (16) converges to (15) as δ → 1 for
any p(l|Ti ̸= Tj) ∈ [0, 1]. Furthermore, the convergence is uniform when (1 −

α)δ−k−1(1 − δ) ∑∞
j=0 δjΠK

l=jp(l|Tj − k + j) + α(1 + δ)ΠK
l=k+1p(l|Tj) and (1 − α) +

2αΠK
l=k+1p(l) are bounded away from zero, which is guaranteed when all p(l) are

non-negative.

Then, we show that (15) satisfies the sign condition in Lemma 3. First notice
that the following set of equations has a solution in RK for all r ∈ RK such that
rk > −P/R for all k ∈ {1, . . . , K}:13

(1 − α) + 2αΠK
l=k−1p(l)

(1 − α) + 2αΠK
l=k+1p(l) − P

R
= rk. (17)

Let pr denote that solution. Define a decreasing sequence (ri) such that ri →

0K as i → ∞. The corresponding sequence (pri) is bounded, and hence it has
a convergent subsequence. Let p̃ be the limit of such a subsequence. By the
continuity of (15), this then implies that p̃ is a solution to (15), and hence we
must have p̃ = p∗. Hence (15) satisfies the sign condition.

We have shown that all conditions in Lemma 3 are satisfied. Hence, we con-
clude that for all ϵ > 0, there exists δ̄ < 1 such that the set of K equations defined
by (16) and fixing p(l|Ti ̸= Tj) to be any numbers between 0 and 1 has a solution
that is at most ϵ away from p∗ when δ > δ̄. Then, we choose ϵ small enough that
all p(l|Tj) in the solution must be in (0, 1) as p∗(l) ∈ (0, 1). Finally, since the argu-
ment holds for all Tj > K and for any p(l|Ti ̸= Tj) ∈ [0, 1] for l ≤ K, this implies
that there exists a solution such that (16) holds for all Tj > K in non-stationary
mixing probabilities that converge to p∗ as δ → 1. Therefore, we conclude that

13One easy way of seeing this is to observe that the first term can be assigned to take any
values in R just by changing p(k − 1) as long as its denominator and all other p(l) are non-zero.
Then a recursive argument shows that these conditions are satisfied.
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for large enough δ the resulting non-stationary mixed trigger strategy profile is an
equilibrium.

This proves Theorem 1 as the ex ante payoff from such a strategy profile
converges to R − P as δ → 1.

B Derivations for the related models

B.1 Proof of Proposition 2

The proof follows largely the same steps as the proof of Theorem 1.

Similar to the main model, (6) has a recursive structure so that the denomina-
tor when k = k′ is the numerator of k = k′ − 2. This gives the following equations
when K is even:

(1 − α) + αΠK
l=k−1p(l) =

(
P

R

) K−k
2 +1

for k ∈ {2, 4, . . . , K}

(1 − α) + αΠt̂
l=k−1p(l) =

(
P

R

) K−k+1
2

(1 − α + αp(K)) for k ∈ {3, . . . , K − 1}

(1 − α) + αΠK
l=2p(l) = (1 − α)R

P
.

One can solve p(K) by observing that the LHS of the equations for k = 1 and
k = 3 are the same. This gives:

(1 − α)R

P
=

(
P

R

) K−2
2

(1 − α + αp(K)) ⇐⇒ p(K) = 1 − α

α

(
R

P

) K
2

− 1
 .

(18)

Now, the equation for k = K, gives p(K − 1):

(1 − α) + αp(K)p(K − 1) = P

R
⇐⇒ p(K − 1) =

P
R

− (1 − α)

(1 − α)
((

R
P

) K
2 − 1

) . (19)

Next, we calculate the necessary and sufficient conditions for p(K), p(K −1) ∈

[0, 1]. In (18), p(K) > 0 always. A direct calculation gives that p(K) ≤ 1 if and
only if 1 − α ≤ (P/R)K/2.
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Similarly, p(K − 1) ≥ 0 in (19) is equivalent to 1 − α ≤ P/R and p(K − 1) ≤ 1
is equivalent to 1 − α ≥ (P/R)K/2+1. Combining the previous restrictions gives
that p(K), p(K − 1) ∈ [0, 1] if and only if 1 − α ∈ [(P/R)K/2+1, (P/R)P/2] =:
[v(K), v(K)].

Next, we check that p(k) ∈ [0, 1] for all k ∈ {1, 2, . . . , K} if 1−α ∈ [v(K), v(K)].
It follows directly from the recursive indifference condition (6) that p(k) > 0. This
can be seen by first observing that p(k)p(k − 1) ≤ 0 would imply (1 − α)R/P ≥

(1 − α) + αΠK
l=k+1p(l), but we know that (1 − α) + αΠK

l=2p(l) = (1 − α)R/P and
that ΠK

l=k+1p(l) > ΠK
l=2p(l) for all k > 1. Hence, p(k) > 0 if p(l) ∈ (0, 1) for l > k.

Then p(k)p(k − 1) > 0 for all k implies p(k) > 0 as we know that p(K) > 0, which
rules out negative p(k).

We also get from (6) that p(k) ≤ 1. To see this, take the difference of the
recursive indifference conditions for k and k + 1. If k is odd, that results in the
right-hand side being negative for all 1 − α ≤ v(K) (it is useful to plug in p(K)).
The left-hand side is negative if and only if p(k − 1) < 1. The same expression for
k even has a negative right-hand side when 1 − α > v(K) and the left-hand side
is negative if and only if p(k − 1) < 1.

The union of [v(K), v(K)] over all even natural numbers K(α) (and zero) con-
tains all positive real numbers. Therefore, we conclude that we can always find an
even number K(α) such that there exist valid mixing probabilities (p(1), p(2), . . . , p(K(α)))
that make the informed players indifferent in periods Ti − K(α), Ti − K(α) +
1, . . . , Ti − 1. This verifies the guess we made at the beginning of the analysis.
Furthermore, K(α) is finite for all α < 1. Finally, notice that the incentive com-
patibility holds for the uninformed type when δ is sufficiently large. Hence, we
have found an equilibrium where players receive payoff R − P in all but the last
K(α) periods whenever the personal exit times are above K(α), which happens
almost surely when δ → 1.
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B.2 Proof of Proposition 3

The proof for this case is largely identical to that of Proposition 2. Therefore, we
only comment on the key differences. First, Player A’s indifference condition is
otherwise identical to that of the informed players in the previous model, except
that Player A knows that an informed Player B will shirk at T − 1. Therefore,
one needs to ‘postpone’ the mixing probabilities from the previous case by one for
this case: pB(k) = p(k − 1) where p(l) is as in the proof of Proposition 2. Hence,
informed Player B starts mixing in period T − K − 1.

Second, informed Player B’s indifference condition is different: (pA(1), . . . , pA(K))
solve pA(k)pA(k − 1) = P/R for all k ∈ 2, . . . , K + 1. As p(K + 1) = 1 under
our construction, we get an explicit solution: P A(k) = P/R for all k even and
P A(k) = P/R for all k odd. As the incentive compatibility condition is satis-
fied for the uninformed Player B when δ is large, we conclude that the proposed
strategy profile is a perfect Bayesian equilibrium for all large enough δ.
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